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BLOW-UP FORMULAS
AND SMOOTH BIRATIONAL INVARIANTS

ZHAOHU NIE

(Communicated by Ted Chinburg)

Abstract. We prove that the blow-up formula for the singular homology of a
complex smooth projective variety with a smooth center respects two natural
filtrations, namely the topological and the geometric filtrations. This then
enables us to establish some smooth birational invariants.

The motivation for this paper is W. Hu’s papers [H1, H2, H3], in which he gives
some smooth birational invariants of complex smooth projective varieties using
Lawson homology and shows that several conjectures involving various filtrations
on the singular homology of a complex smooth projective variety are smooth bi-
rational statements for certain dimensions. The proofs of these results, after the
weak factorization theorem [AKMW], are reduced to the case of one blow up with a
smooth center. Then the blow-up formulas for the various filtrations and knowledge
in the known cases (top dimension, codimension 1 and dimension 0) would yield
most of W. Hu’s results in [H1, H2, H3] easily and conceptually. This viewpoint is
only implicit in the above papers. It is the purpose of this paper to fully establish
these blow-up formulas for the various filtrations (see Theorem 1.20). As an appli-
cation, we define some new smooth birational invariants (see Theorems 1.23 and
1.24).

1. Background and list of main results

We work over C. Let X be a projective variety of dimension n, which in all our
results is assumed to be smooth. We write Hk(X) for integral singular homology.
We now introduce various filtrations on Hk(X).

For the topological filtration, first define the Lawson homology of X to be [L1]

(1.1) LpHk(X) =

⎧⎪⎨⎪⎩
πk−2pZp(X), k ≥ 2p ≥ 0,

Hk(X), k ≥ 2p, p < 0,

0, k < 2p,

where Zp(X) is the group of algebraic p-cycles (integral combinations of p-dimen-
sional irreducible subvarieties) on X with a suitable topology (induced from the
Chow variety construction).
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2530 ZHAOHU NIE

Note that by the Dold-Thom theorem [DT],

(1.2) L0Hk(X) = πkZ0(X) = Hk(X).

Lawson’s complex suspension theorem [L1] asserts that

Σ : Zp(X) ∼→ Zp+1(ΣX), p ≥ 0,(1.3)

is a homotopy equivalence, where Σ is the operation of complex suspension (pro-
ducing, for any projective variety, the Thom space of the line bundle O(1) on it,
which is just the projective cone and hence a projective variety).

There is a natural transformation, called the cycle class map [FM],

σ : LpHk(X) → Hk(X), p ≥ 0,(1.4)

which is based on (1.2) and iteration of the s-map (loc. cit.)

s : Zp(X) → Ω2Zp−1(X), p ≥ 1,(1.5)

which in turn is based on (1.3) and defined up to homotopy.
Lima-Filho [LF] extends the above definition (1.1) to a quasi-projective variety

U . For p ≥ 0, one defines

Zp(U) = Zp(X)/Zp(X∞)(1.6)

as a topological abelian group, where X is a compactification of U with complement
X∞. The topology of Zp(U) is independent of the choice of X. For p < 0, one
replaces the singular homology in (1.1) by the Borel-Moore homology HBM

k (U).
Again when p = 0, by the relative version of the Dold-Thom theorem [DT], one has

L0Hk(U) = Hk(X, X∞) = HBM
k (U).(1.7)

Friedlander and Gabber [FG] reformulate the complex suspension theorem (1.3)
by asserting that the pullback map

p.b. : Zp(U) ∼→ Zp+t(F ), p ≥ 0(1.8)

is a homotopy equivalence for a complex vector bundle F → U of rank t.

Remark 1.9. The current definition for LpHk(X) when p < 0 in (1.1) is a “reduced”
one, whose stabilization uses (1.8) instead of an iteration of (1.3). This reduction
is the key to making everything work in (1.15) and (1.21).

Definition 1.10 ([FM]). The topological filtration {TpHk(X)} on Hk(X) is defined
by

TpHk(X) := Im(σ : LpHk(X) → Hk(X)).
The geometric filtration {GpHk(X)} on Hk(X) is defined by

GpHk(X) :=
∑

dimY ≤k−p

Im(Hk(Y ) → Hk(X)),

where the summation runs over subvarieties of dimension ≤ k − p. (The geometric
filtration {GpHk(X)} is often referred to as the niveau filtration and denoted by
{NpHk(X)}.)

Both of the above two filtrations are decreasing ones. (For TpHk, one notes that
(1.4) is defined iteratively by the s map (1.5).) It is clear that

TpHk(X) = GpHk(X) = Hk(X), p ≤ 0,(1.11)

by (1.1), (1.2) and the weak Lefschetz theorem.
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Remark 1.12. There are various conjectures to relate the above filtrations, and also
with Grothendieck’s corrected Hodge filtration for rational coefficients. See [FM].

Now let’s list the main results of this paper, whose proofs will be given in sub-
sequent sections.

Let E → X be a complex vector bundle of rank s + 1, and � : P(E) → X its
projectivization. One has the following well-known projective bundle formula for
singular homology (see e.g. [Le, Theorem 8.23] for the cohomological version):

(1.13) ψs =
s∑

i=0

ψi
s =

s∑
i=0

c1(O(1))s−i ◦ �∗ :
s⊕

i=0

Hk−2i(X) ∼→ Hk(P(E)),

where �∗ : H∗(X) → H∗+2s(P(E)) is the pullback map, and c1(O(1)) : H∗(P(E)) →
H∗−2(P(E)) is the cap product with the first Chern class of the canonical line bundle
O(1) on P(E), which is the dual of the tautological subbundle of �∗E.

Theorem 1.14. The formula (1.13) respects both filtrations; i.e. one has the fol-
lowing projective bundle formulas:

ψT :
s⊕

i=0

Tp−iHk−2i(X) ∼→ TpHk(P(E)),(1.15)

ψG :
s⊕

i=0

Gp−iHk−2i(X) ∼→ GpHk(P(E)),(1.16)

where the maps are the restrictions of ψs in (1.13).

Lawson homology has a projective bundle formula [FG, H1]. To prove (1.15), we
study the natural transformation from the Lawson formula to the singular formula
(see Proposition 2.5).

Using the above projective bundle formulas as one ingredient, we can prove the
following blow-up formulas, which is the main tool for our applications.

Let Y ⊂ X be a smooth subvariety of codimension r ≥ 2, and η : X̃Y → X the
blow up of X with center Y . Note the following fiber square:

η−1(Y ) ı ��

η

��

X̃Y

η

��
Y

ı �� X,

(1.17)

where the exceptional divisor

η−1(Y ) = P(N)(1.18)

is the projectivization of the normal bundle N of Y in X. It is well known that
one has the following blow-up formula for singular homology (see e.g. [Le, Propo-
sition 13.1] for the cohomological version):

(1.19) Is = η∗ +
r−1∑
i=1

ı∗ψ
i
s : Hk(X) ⊕

r−1⊕
i=1

Hk−2i(Y ) ∼−→ Hk(X̃Y ),

where η∗ : H∗(X) → H∗(X̃Y ) is the Gysin map, ı∗ : H∗(η−1(Y )) → H∗(X̃Y ) is
induced by the inclusion, and the ψi

s are as in (1.13) in view of (1.18).
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Theorem 1.20. The formula (1.19) respects both filtrations; i.e. one has the fol-
lowing blow-up formulas:

IT : TpHk(X) ⊕
r−1⊕
i=1

Tp−iHk−2i(Y ) ∼→ TpHk(X̃Y ),(1.21)

IG : GpHk(X) ⊕
r−1⊕
i=1

Gp−iHk−2i(Y ) ∼→ GpHk(X̃Y ),(1.22)

where the maps are the restrictions of Is in (1.19).

Lawson homology also has a blow-up formula [H1]. For (1.21), we study the nat-
ural transformation from the Lawson formula to the singular formula (see Proposi-
tion 3.8).

Here is an application of Theorem 1.20, employing the weak factorization the-
orem [AKMW] which asserts that any birational map between smooth projective
varieties can be factorized as a composition of either blowing up or blowing down
with smooth centers.

Theorem 1.23. Let X be a smooth projective variety over C. The first graded
parts of the topological filtration and the geometric filtration,

GrT
1 Hk(X) = Hk(X)/T1Hk(X),

GrG
1 Hk(X) = Hk(X)/G1Hk(X),

are smooth birational invariants.

In the same spirit, we also have the following result.

Theorem 1.24. Let X be a smooth projective variety over C. Both the kernel and
the cokernel of the following weight 2 regulator maps

R : Hk
M(X, Z(2)) → Hk

D(X, Z(2)), ∀k ≤ 4,

from motivic cohomology to Deligne cohomology, are smooth birational invariants.

2. Projective bundle formulas

In this section, we prove Theorem 1.14.
We first consider the topological filtration and therefore Lawson homology. The

projective bundle formula for Lawson homology was first proved by Friedlander and
Gabber [FG] and then generalized by W. Hu [H1].

Theorem 2.1 ([FG]). One has the following natural homotopy equivalence:

φL =
s∑

i=0

φi
L :=

s∑
i=0

c1(O(1))s−i ◦ �∗ :
s⊕

i=0

Zq+s−i(X) ∼→ Zq+s(P(E)),(2.2)

where q ≥ 0, �∗ : Z∗(X) → Z∗+s(P(E)) is the flat pullback map, and c1(O(1)) :
Z∗(P(E)) → Z∗−1(P(E)) is the intersection with the canonical line bundle O(1) on
P(E), which is defined in [FG] based on (1.8) and up to homotopy.
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As a consequence, upon applying πk−2p one gets a projective bundle formula on
the Lawson homology level:

(2.3) ψL := πk−2p(φL) =
s∑

i=0

ψi
L :

s⊕
i=0

Lp−iHk−2i(X) ∼→ LpHk(P(E)),

where p = q + s ≥ s.

Theorem 2.4 ([H1]). The above formula (2.3) also holds for any p ≥ 0.

In the following proposition, we give an explicit construction of formula (2.3)
for any p (cf. [H1]), so that we also establish the natural transformation from this
formula to the projective bundle formula (1.13) in singular homology via the cycle
class map σ (1.4).

Proposition 2.5. For any p ≥ 0, one has the following commutative diagram:

(2.6)
⊕s

i=0 Lp−iHk−2i(X) ∼
ψL

��

⊕σ

��

LpHk(P(E))

σ

��⊕s
i=0 Hk−2i(X) ∼

ψs

�� Hk(P(E)).

Proof. If p ≥ s, then we use (2.3) for the top row. Comparing (1.13) and (2.2),
one arrives at the commutativity, since the s-map (1.5) clearly commutes with flat
pullback and intersection with a line bundle.

If p < s, we multiply the base X by Cs−p. Observe that the pullback of E to
X × Cs−p is E × Cs−p, and hence its projectivization is P(E) × Cs−p. We now
proceed as follows:

p⊕
i=0

Zp−i(X) ⊕
s⊕

i=p+1

Z0(X × Ci−p)
p.b.,∼−→

s⊕
i=0

Zs−i(X × Cs−p)

φL,∼−→Zs(P(E) × Cs−p)
p.b.,∼←− Zp(P(E)),

where the pullbacks “p.b.” are homotopy equivalences by (1.8), and the second
homotopy equivalence is by (2.2). We invert the last homotopy equivalence and
consider the composition.

Now applying πk−2p to the above map, we get the isomorphism (2.3) for p < s,
as long as we note the following: When p + 1 ≤ i ≤ s,

πk−2pZ0(X × Ci−p)
(1.7)
= HBM

k−2p(X × Ci−p) ∼= Hk−2i(X) = Lp−iHk−2i(X),

where the second step is basically the suspension isomorphism for singular homology
and the last step is by definition (1.1).
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Using this definition of ψL, one has the following commutative diagram when
p < s: ⊕s

i=0 Lp−iHk−2i(X)
ψL ��

⊕Σ∼
��

LpHk(P(E))

Σ∼
��⊕s

i=0 Ls−iHk+2(s−p)−2i(X × Cs−p)
ψL ��

⊕σ

��

LsHk+2(s−p)(P(E) × Cs−p)

σ

��⊕s
i=0 HBM

k+2(s−p)−2i(X × Cs−p) ψs ��

⊕Σ−1∼
��

HBM
k+2(s−p)(P(E) × Cs−p)

Σ−1∼
��⊕s

i=0 Hk−2i(X)
ψs �� Hk(P(E)),

where the Σ’s are complex (cf. (1.8)) and singular suspension isomorphisms, and
the σ’s are the cycle class maps. Note that the compositions of both columns are
just the cycle class maps in (2.6), since the cycle class maps intervene with the
complex and singular suspension isomorphism (see [FM, Corollary on pg. 63]).
Since all three squares are commutative by our above definition, the p ≥ s case and
clear reason, one arrives at the commutativity of (2.6) for p < s. �

Now let’s prove Theorem 1.14.

Proof of Theorem 1.14. (1.15) follows from the above Proposition 2.5. We now
study (1.16).

First we observe that ψs (1.13) maps the LHS to the RHS of (1.16): If zi ∈
Gp−iHk−2i(X) is supported on a subvariety Zi of dimension ≤ k − p − i (i.e. zi

is in the image of Hk−2i(Zi) → Hk−2i(X)), then �∗(zi) is supported on �∗(Zi),
which has dimension ≤ k − p + s− i, and c1(O(1))s−i ◦�∗(zi) is supported on the
(s− i)-th intersection of �∗(Zi) with O(1). By Chow’s moving lemma [Ro], we can
move the zero locus of a section of O(1) in its rational equivalence class to make the
intersection proper. The intersection has dimension ≤ k − p and supports ψs(zi).
Hence ψs(zi) ∈ GpHk(P(E)).

Therefore the restriction ψG is well defined, and it is clearly injective, being the
restriction of the isomorphism ψs. Now let’s prove that it is surjective.

Suppose that z ∈ GpHk(P(E)) is supported on a subvariety Z ⊂ P(E) of dimen-
sion ≤ k − p. By (1.13), one has a canonical decomposition

z =
s∑

i=0

ψi
s(zi) =

s∑
i=0

c1(O(1))s−i ◦ �∗zi(2.7)

with zi ∈ Hk−2i(X). We now show that

zi ∈ Gp−iHk−2i(X)

for 0 ≤ i ≤ s using induction on i.
First note that

(2.8) �∗(c1(O(1))s−j ◦ �∗α) =

{
0, if j > 0;
α, if j = 0

for any α ∈ H∗(X).
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For i = 0, it is clear that Z0 := �∗(Z) has dimension ≤ k − p and supports
z0 = �∗(z) by (2.7) and (2.8).

Now assume that zj is supported on a subvariety Zj of dimension ≤ k − p − j
for 0 ≤ j ≤ i−1. Applying �∗(c1(O(1))i ◦−) to (2.7) and in view of (2.8), one has

zi = �∗(c1(O(1))i ◦ z) −
i−1∑
j=0

�∗(c1(O(1))s−j+i ◦ �∗zj).

It is now clear that zi is supported on the support Zi of the following cycle:

�∗(c1(O(1))i ◦ Z) −
i−1∑
j=0

�∗(c1(O(1))s−j+i ◦ �∗Zj),

where the intersection c1(O(1))◦ is well defined up to rational equivalence using
Chow’s moving lemma to move the zero locus of a section of O(1). Clearly Zi has
dimension ≤ k − p − i by the induction hypothesis. We are done. �

3. Blow-up formulas

In this section, we prove Theorem 1.20.
Again we first consider the topological filtration and hence Lawson homology.

The blow-up formula for Lawson homology is proved in [H1].

Theorem 3.1 ([H1]). With the notation as above, one has a natural isomorphism

IL = η∗ +
r−1∑
i=1

ı∗ψ
i
L : LpHk(X) ⊕

r−1⊕
i=1

Lp−iHk−2i(Y ) ∼→ LpHk(X̃Y ),

where the Gysin map η∗ is defined by [FG, Pe], the ψi
L are as in (2.3) in view of

(1.18), and ı∗ is induced by the closed embedding in (1.17).

Like the version of the projective bundle formula in Theorem 2.1 by [FG], one
can first formulate the above result in terms of algebraic cycles.

Proposition 3.2. With the notation as above, one has an exact sequence of topo-
logical abelian groups

0 → Zp(η−1(Y ))
η∗⊕ı∗−→ Zp(Y ) ⊕Zp(X̃Y )

−ı∗+η∗−→ Zp(X) → 0.(3.3)

After one inverts homotopy equivalences in the category of topological abelian
groups, there is a map

η∗ : Zp(X) → Zp(X̃Y ),(3.4)

which splits (3.3).
Therefore one gets a homotopy equivalence(

η∗ 0
ı∗ η∗

)
: Zp(η−1(Y )) ⊕Zp(X) ∼→ Zp(Y ) ⊕Zp(X̃Y ).(3.5)

When p ≥ r − 1, one has the following homotopy equivalence:

J := η∗ +
r−1∑
i=1

ı∗φ
i
L : Zp(X) ⊕

r−1⊕
i=1

Zp−i(Y ) ∼→ Zp(X̃Y ),(3.6)

where the φi
L are as in (2.2) in view of (1.18).
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Proof. Let U = X̃Y − η−1(Y ) = X − Y . Note the following diagram of exact
sequences of abelian groups:

0 �� Zp(η−1(Y ))
ı∗ ��

η∗

��

Zp(X̃Y )
r ��

η∗

��

Zp(U) ��

=

��

0

0 �� Zp(Y )
ı∗ �� Zp(X) r �� Zp(U) �� 0,

(3.7)

where we use (1.6) for the topology on Zp(U), and the r’s are the natural restriction
(or projection) maps.

Now the exactness of (3.3) follows from (3.7) by a direct diagram-chasing.
Up to homotopy, the map η∗ in (3.4) is defined by [FG]. It is a splitting since

η∗ ◦ η∗ = id up to homotopy by [Pe, Lemma 11 c].
Then (3.5) follows easily from (3.3) and (3.4).
Now (3.6) follows from (3.5) in view of (1.18) and Theorem 2.1, as long as one

notes that the composition

Zp(Y )
φ0

L→ Zp(η−1(Y ))
η∗→ Zp(Y )

is the identity up to homotopy (cf. the j = 0 case in (2.8)). �

Now upon applying πk−2p to (3.6), one gets Theorem 3.1 when p ≥ r − 1. If
p < r− 1, then we can apply the same technique as in the proof of Proposition 2.5:
Multiply everything by Ck for k = r−1−p and apply Lawson’s complex suspension
theorem (1.8). One needs to note that ˜(X × Ck)Y ×Ck = X̃Y × Ck and use our
convention (1.1) for L<0H∗.

Proposition 3.8. With the notation as above, one has the following commutative
diagram of blow-up formulas:

LpHk(X) ⊕
⊕

1≤i≤r−1 Lp−iHk−2i(Y )
IL

∼ ��

σ⊕
⊕

1≤i≤r−1 σi

��

LpHk(X̃Y )

σ

��
Hk(X) ⊕

⊕
1≤i≤r−1 Hk−2i(Y )

Is

∼ �� Hk(X̃Y ),

where the σ’s are the cycle class maps (1.4).

Proof. When p ≥ r − 1, one compares the explicit formula (3.6) to the singular
homology case (1.19) and notes that the s-map (1.5) commutes with the Gysin
map η∗ (cf. (3.9)). Otherwise, one uses a procedure similar to that in the proof of
Proposition 2.5. �

Now let’s prove Theorem 1.20.

Proof of Theorem 1.20. Again, the topological formula (1.21) follows from Propo-
sition 3.8. We concentrate on the geometric formula (1.22).

First of all, we note that Is in (1.19) induces a map on the geometric filtration
level: The Gysin map is defined by

(3.9) η∗ : Hk(X) → Hk(X̃Y ); z �→ pr1∗(Γη ◦ pr∗2(z)),

where pr1 : X̃Y ×X → X̃Y and pr2 : X̃Y ×X → X are the projections, Γη ⊂ X̃Y ×X

is the graph of η, which also denotes its homology class in Hn(X̃Y ×X) by abusing
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notation, and ◦ denotes the intersection product. It is clear that flat pullback,
intersection with the fundamental class of a smooth subvariety and projection are
all compatible with the geometric filtration. Therefore so is η∗.

Being the restriction of an isomorphism, (1.22) is clearly an injection, and now
we want to prove that it is a surjection.

Suppose that z ∈ GpHk(X̃Y ) is supported on a subvariety Z ⊂ X̃Y of dimension
≤ k − p. By (1.19), we can write

z = Is(z0, z1, . . . , zr−1),

where z0 ∈ Hk(X), and zi ∈ Hk−2i(Y ) for 1 ≤ i ≤ r − 1. We now produce cycles
Z0 ⊂ X of dimension ≤ k − p such that z0 is supported on Z0, and Zi ⊂ Y of
dimension ≤ k − p − i such that zi is supported on Zi for 1 ≤ i ≤ r − 1. We take
Z0 = η∗(Z). Then z0 is supported on Z0 since z0 = η∗(z). To produce the Zi for
1 ≤ i ≤ r − 1, we now produce W ⊂ η−1(Y ) of dimension ≤ k − p, which supports
w = z − η∗z0 = z − η∗η∗z, and then apply the projective bundle formula (1.16).
Actually, we take W to be the support of the cycle Z − η∗η∗Z, where η∗ is the
proper transform. It is clear that W is in η−1(Y ), and it supports w. �

Remark 3.10. Arapura and Kang [AK1, AK2] have many results related to (the
dual cohomological version of) (1.22).

4. Smooth birational invariants

We now prove our new smooth birational invariants in Theorems 1.23 and 1.24.

Proof of Theorem 1.23. In view of the blow-up formulas (1.19), (1.21) and (1.22)
for p = 1, to show that

Hk(X)/T1Hk(X) ∼→ Hk(X̃Y )/T1Hk(X̃Y ) and

Hk(X)/G1Hk(X) ∼→ Hk(X̃Y )/G1Hk(X̃Y ),

one only needs to show that

T1−iHk−2i(Y ) = G1−iHk−2i(Y ) = Hk−2i(Y ),

for 1 ≤ i ≤ r − 1. This clearly holds by (1.11). �

As a corollary, one has an isomorphism

σ : L1Hk(X) ∼→ Hk(X), k ≥ 2

for a smooth rational projective variety X. [H1] proves the injectivity, and the sur-
jectivity follows from Theorem 1.23 and the corresponding result for the projective
spaces [L1].

Proof of Theorem 1.24. We refer the reader to [EV] for the definition of Deligne
cohomology and to [Bl] for a definition of the regulator maps in terms of higher
Chow groups, which are isomorphic to motivic cohomology for smooth varieties.
Both motivic and Deligne cohomology have blow-up formulas, which the regulator
maps respect. Actually both cohomology theories can be defined for Chow motives,
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and the blow-up formula holds in Chow motives (see [Ma]). Therefore, using our
usual notation, we have the following commutative diagram:

Hk
M(X, Z(p))⊕

⊕r−1
i=1 Hk−2i

M (Y, Z(p − i))
∼ ��

⊕R

��

Hk
M(X̃Y , Z(p))

R

��
Hk

D(X, Z(p))⊕
⊕r−1

i=1 Hk−2i
D (Y, Z(p − i))

∼ �� Hk
D(X̃Y , Z(p)).

Now consider the case p = 2 and k ≤ 4. Then 2 − i ≤ 1 for 1 ≤ i ≤ r − 1 with
r ≥ 2. Then our theorem follows from the following isomorphisms:

Hj
M(Y, Z(1)) ∼= Hj

D(Y, Z(1)) =

⎧⎪⎨⎪⎩
Pic(Y ), if j = 2,

O∗(Y ), if j = 1,

0, if j < 1;

Hj
M(Y, Z(0)) ∼= Hj

D(Y, Z(0)) =

{
Z, if j = 0,

0, if j < 0;

Hj
M(Y, Z(q)) ∼= Hj

D(Y, Z(q)) = 0, ∀q < 0, j. �
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